Evaluation of different strategies to optimize an HMM-based character recognition system
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Abstract

Different strategies for combination of complementary features in an HMM-based method for handwritten character recognition are evaluated. In addition, a noise reduction method is proposed to deal with the negative impact of low probability symbols in the training database. New sequences of observations are generated based on the original ones, but considering a noise reduction process. The experimental results based on 52 classes of alphabetic characters and more than 23,000 samples have shown that the strategies proposed to optimize the HMM-based recognition method are very promising.

1. Introduction

Many efforts have been made to provide solutions for the recognition of handwriting texts. Some maturity can be observed for isolated digit recognition. Recognition rates above 99.0% for isolated digits [1-3] have been reached by using different methods and strategies. However, when the focus is the recognition of alphabetic characters the results are not in the same level, since such a problem is more complicated. The most obvious difference is the number of classes that can be up to 52 depending if uppercase (A–Z) and lowercase (a–z) characters are distinguished from each other. Consequently, there are a larger number of ambiguous alphabetic characters other than numerals. Character recognition is further complicated by other differences such as multiple patterns to represent a single character, cursive representation of letters, and the number of disconnected and multi–stroke characters [4]. In fact, we can say that character recognition is still an open problem.

Among the important contributions available in the literature, we can find the works proposed by Oh and Suen [5], Dong et al. [6], Koerich et al. [7] and Britto et al. [8]. The first three referred works are based on Neural Networks and the last is based on Hidden Markov Models (HMMs). The use of HMMs has shown to be a promising strategy since this kind of stochastic models may be dynamically combined for the recognition of numeral strings or even words [8,9]. In addition, it is possible to add contextual information related to the interaction of adjacent characters during the training process. However, the modeling process using HMMs is quite complex and different aspects must be taken into account, such as: the model topology, number of states, number of symbols per state, the strategy used to represent the features inside the models, and so on. The method proposed in [8] is a typical sample of this kind of recognition approach, and it has been successfully used for the recognition of isolated digits and characters, numeral strings and also cursive words. However, there are still some points to be improved in this method.

Thus, the objective of this work is to investigate different approaches to combine the complementary features used in the HMM-based method proposed in [8], and also to evaluate a strategy to reduce the negative impact of noise usually present in the discrete observation sequences used for training the character HMMs.

This work is organized into 5 sections. Section 2 presents a general overview of the original recognition method, which is improved in this work. Section 3 shows the optimization strategies: the different schemes to combine the complementary features in the character HMMs, and the strategy used to reduce the impact of noise in the recognition process by manipulating the discrete observation sequences used in the training step. In the Section 4, we present the experimental results, while Section 5 shows our conclusions and future work.
2. System overview

This section presents the original system which is improved in this work in some specific aspects described in Section 3.

2.1 Feature extraction method

The extraction method consists of scanning the character image from left-to-right (column-based features) and from bottom-to-top (row-based features). Foreground and background information are combined in a vector of 47 features: 34 foreground plus 13 background features.

**Foreground features (FF):** The FF vector consists of local and global features calculated taking into account the foreground pixels of the image columns or rows. The local features are based on transitions from background to foreground pixels and vice versa.

![Figure 1. Circular mean direction $\alpha$ and variance $S_\alpha$ for a distribution $F(\alpha_i)$](image)

For each transition, the mean direction and corresponding variance are obtained by means of statistic estimators. These estimators are more suitable for directional observations, since they are based on a circular scale. For instance, given the directional observations $\alpha_1 = 1^\circ$ and $\alpha_2 = 359^\circ$, they provide a mean direction ($\bar{\alpha}$) of $0^\circ$ instead of $180^\circ$ calculated by conventional estimators. Let $\alpha_1, \ldots, \alpha_i, \ldots, \alpha_N$ be a set of directional observations with distribution $F(\alpha_i)$ and size $N$. Figure 1 shows that $\alpha_i$ represents the angle between the unit vector $\overrightarrow{OP_i}$ and the horizontal axis, while $P_i$ is the intersection point between $\overrightarrow{OP_i}$ and the unit circle. The Cartesian coordinates of $P_i$ are defined as:

$$\begin{align*}
\cos(\alpha_i), \sin(\alpha_i) \end{align*}$$

The circular mean direction $\overline{\alpha}$ of the $N$ directional observations on the unit circle corresponds to the direction of the resulting vector $\overrightarrow{R}$ obtained by the sum of the unit vectors $\overrightarrow{OP_1}, \ldots, \overrightarrow{OP_N}$. The center of gravity $(\overline{C}, \overline{S})$ of the $N$ coordinates $(\cos(\alpha_i), \sin(\alpha_i))$ is defined as:

$$\begin{align*}
\overline{C} &= \frac{1}{N} \sum_{i=1}^{N} \cos(\alpha_i) \\
\overline{S} &= \frac{1}{N} \sum_{i=1}^{N} \sin(\alpha_i)
\end{align*}$$

These coordinates are used to estimate the mean size of $\overrightarrow{R}$, as:

$$\overrightarrow{R} = \sqrt{\overline{C}^2 + \overline{S}^2}$$

Then, the circular mean direction can be obtained by solving one of the following equations:

$$\begin{align*}
\cos(\overline{\alpha}) &= \frac{\overline{C}}{R}, & \sin(\overline{\alpha}) &= \frac{\overline{S}}{R}
\end{align*}$$

Finally, the circular variance of $\overline{\alpha}$ is calculated as:

$$S_\alpha = 1 - \overline{R}, \quad 0 \leq S_\alpha \leq 1$$

To estimate $\overline{\alpha}$ and $S_\alpha$ for each transition of a numeral image, we have considered $\{0^\circ, 45^\circ, 90^\circ, 135^\circ, 180^\circ, 225^\circ, 270^\circ, 315^\circ\}$ as the set of directional observations, while $F(\alpha_i)$ is computed by counting the number of successive black pixels over the direction $\alpha$, from a transition until the encounter of a white pixel. In Figure 2 the transitions in a column of numeral 5 are enumerated from 1 to 6, and the possible directional observations from transitions 3 and 6 are shown.

![Figure 2. Transitions in a column image of numeral 5, and the directional observations to estimate the mean direction for transitions 3 and 6](image)
In addition to this directional information, we have calculated two other local features: a) relative position of each transition, taking into account the top of the character bounding box, and b) whether the transition belongs to the outer or inner contour, which shows the presence of loops in the character image. Since for each column we consider 8 possible transitions, at this point our feature vector is composed of 32 features.

The global features are based on vertical projection (VP) of black pixels for each column, and the derivative of VP between adjacent columns. This constitutes a total of 34 features normalized between 0 and 1.

**Background features (BF):** The BF vector is based on concavity information. These features are used to highlight the topological and geometrical properties of the character classes. Each concavity feature represents the number of white pixels that belong to a specific concavity configuration.

The label for each white pixel is chosen based on the Freeman code with four directions. Each direction is explored until the encounter of a black pixel or the limits imposed by the character bounding box. A white pixel is labeled if at least two consecutive directions find black pixels. Thus, we have 9 possible concavity configurations. Moreover, we consider four more configurations, in order to detect more precisely the presence of loops.

The total length of this feature vector is then 13. The concavity vector is normalized between 0 and 1, by the total of the concavity codes computed for each column or row of the digit image.

**Combination of FF and BF features:** a single feature vector composed of foreground and background features is extracted from each column and row of the character image. Each feature vector is mapped to one of 256 possible discrete symbols available in a codebook previously constructed by using the K-means algorithm [8]. Thus, the output of the feature extraction method consists of two sequences of discrete observations for each digit: column-based and row-based sequences.

### 2.2 Hidden Markov models

In the proposed classifier each character class is represented by two HMMs: one based on columns \( \lambda_c^a, \lambda_c^b, \ldots, \lambda_c^z \) and other based on rows \( \lambda_r^a, \lambda_r^b, \ldots, \lambda_r^z \) of the character image. These column- and row-based models provide a way of combining foreground and background features in a zoning scheme as shown in Figure 3.

The topology of the numeral models is defined taking into account the recognition of handwritten text. This means a left-right model with number of states defined take into account durational statistics calculated from the training database [8].

![Figure 3. Complementary information extracted from columns and rows of character images and combined in an HMM-based method](image)

### 3. Strategies to improve the system

Two strategies to combine the complementary features described in the previous section were evaluated, and also the scheme used to reduce the impact of possible noise in the training set. Similar to the LOOT (Leave-One-Out) method proposed in [11], a new sequence is generated by leave one observation out of the original sequence. However, here a non-repetition scheme (NR) is used. In addition to the NR scheme, a filter (NRF) is used to carry out this process.

#### 3.1 Combination of the Complementary Features (FF and BF)

As described before, the FF and BF features are combined in a single feature vector. In this work, we have investigated two different strategies to combine these complementary features, as follows:
**Multiple B matrices**: the B matrix of a discrete HMM contains the probability symbol distribution. In this system configuration, the HMMs have two different B matrices – one containing the probabilities related to the foreground features, and other containing the probabilities related to the background features. Thus, we have the same two models per class: column-based and row-based models. However, each model has the following parameters: $\lambda = \{\Pi, A, B^0, B^1, \pi\}$ - the state transition probability distribution ($A$), two B matrices – $B^0$ (foreground-based) and $B^1$ (background based), and the initial state probability distribution ($\pi$). The objective is to better represent the features in the character HMMs. In the training process (Baum-Welch algorithm [10]) and in the recognition process (Viterbi algorithm [10]) $b_f(k)$ is replaced by $b_f(k^0, k^1)$ which is computed as:

$$b_f(k^0, k^1) = b^0_f(k^0) \times b^1_f(k^1)$$  (7)

**Multiple models**: in this strategy each subset of feature (foreground and background-based) are used for training a specific character HMM. Thus, the system configuration is composed of four character models: foreground column-based HMM, background column-based HMM, foreground row-based HMM and background row-based HMM. During the recognition the models are combined by sum the log of their probabilities.

### 3.2 Dealing with noise in the training set

Similar to the leave-one-out method proposed in [11], we increase the number of observation sequences in the training database through the generation of new sequences from the original ones. The idea is to minimize the negative impact of noise in the set of observation sequences used for training the HMM characters. However, we have evaluated two different strategies to carry out the generation of new sequences: a) the use of a non-repetition scheme (LOT-NR) and b) the use of a non-repetition plus a filtering process (LOT-NRF).

**LOT-NR (Leave-one-out with non-repetition)**: instead of considering all new sequences generate by the leave-one-out scheme, we avoid the generation of repeated sequences. For instance, consider the following hypothetical sample:

<table>
<thead>
<tr>
<th>Hypothetical observation sequence: (a,b,a,a,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leave-one-out strategy</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>New sequences</td>
</tr>
<tr>
<td>(b,b,a,a,c)</td>
</tr>
<tr>
<td>(a,b,a,a,c)</td>
</tr>
<tr>
<td>(a,b,a,a,c)</td>
</tr>
<tr>
<td>(a,b,b,a,c)</td>
</tr>
<tr>
<td>(a,b,b,a,a)</td>
</tr>
</tbody>
</table>

We can see that with the use of the LOT-NR scheme (second column) only different sequences are created.

**LOT-NRF: (Leave-one-out with non-repetition and filtering)**: a filtering process is added to the LOT-NR scheme. With such a filter, only observations which low frequency in the training set are considered. The idea is to leave out just the observations with low frequency in the training set for a specific character class. A threshold value (empirically defined) is used to define which observations will be considered. See the following hypothetical sample:

<table>
<thead>
<tr>
<th>Original sequence: (a,b,a,a,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of each observation (calculated by class in the training set): a=0.3%, b=0.03%, c=0.01%</td>
</tr>
<tr>
<td>Threshold value: 0.1%</td>
</tr>
<tr>
<td>New sequences: (a,a,a,c), (a,b,a,a)</td>
</tr>
</tbody>
</table>

### 4. Experimental Results

The experiments undertaken for the evaluation of the proposed strategies were done using isolated characters from the NIST SD19. We have used 74,880 character samples from has_0, has_1, has_2, and has_3 for training, 23,670 from has_7 for validation and 23,941 from has_4 for testing.

<table>
<thead>
<tr>
<th>Table 1. Different strategies to combine the FF and BF features in the HMM-based system (rec. rates in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>lowercase</td>
</tr>
<tr>
<td>uppercase</td>
</tr>
<tr>
<td>52 classes</td>
</tr>
</tbody>
</table>

Table 1 presents the recognition performance of the different strategies used to combine the FF and BF features: in a single vector (original system), using multiple B matrices and multiple HMMs. As we can see, the separation of the two vectors has shown to be...
a promising strategy in both investigations. The better results were achieved by using multiple B matrices.

We have used the multiple models configuration to investigate our strategies to minimize the impact of possible noise in the training set. We could not use the multiple B matrices approach since for combining two sequences of observations it is mandatory to have the same number of observations. Table 2 presents the recognition rates when we consider our two modified leave-one-out strategies: LOT-NR and LOT-NRF. The best results when using LOT-NRF were found by setting the threshold values to 0.12 and 0.16 for upper and lowercase, respectively. As we can see in Table 3, we have improved the original system performance presented in [8], and also we obtained similar results than those based on Neural Networks, but with the advantage that the proposed HMMs have been used for numeral strings and words without any modification.

### Table 2. Reduction of the negative impact of noise in the training set (rec. rates in %)

<table>
<thead>
<tr>
<th>Samples</th>
<th>LOT-NR</th>
<th>LOT-NRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>lowercase</td>
<td>84.0</td>
<td>85.67</td>
</tr>
<tr>
<td>uppercase</td>
<td>90.0</td>
<td>91.62</td>
</tr>
<tr>
<td>52 classes</td>
<td>87.0</td>
<td>88.22</td>
</tr>
</tbody>
</table>

### Table 3: Related works (results on NIST database)

<table>
<thead>
<tr>
<th>Method</th>
<th># Tr</th>
<th># Val</th>
<th># Test</th>
<th>Rec. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Oh, 1998) [5]</td>
<td>26,000</td>
<td>-</td>
<td>11,941</td>
<td>90.0</td>
</tr>
<tr>
<td>(Dong, 2001b) [6]</td>
<td>23,937</td>
<td>-</td>
<td>10,688</td>
<td>92.3</td>
</tr>
<tr>
<td>(Koerich, 2002) [4]</td>
<td>37,440</td>
<td>12,092</td>
<td>11,941</td>
<td>92.3</td>
</tr>
<tr>
<td>(Britto, 2004) [8]</td>
<td>74,880</td>
<td>23,670</td>
<td>23,941</td>
<td>87.0</td>
</tr>
</tbody>
</table>

## 5. Conclusions

We have investigated different strategies to improve the character recognition performance of a HMM-based system. Some improvement was achieved by representing the complementary features of the original system in different B matrices or even in different character HMMs. In addition, the scheme used to generate new observation sequences from the original ones has shown to be an interesting strategy to reduce the impact of possible noise in the training set. Further work may be done by evaluating different ways to combine the model outputs in the new system configuration.
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